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*Probability and Statistics for Data Science* name

*Stony Brook University  
CSE594 - Spring 2016*

Assignment 2: Discovery and Research Methods

Assigned: 3/9/2016; Due: 3/22/2016, 3:45pm EST

Part I. Problem Solving (40 points)

1. **Hypothetical Gambling. (15 points)** You believe a 6-sided die is weighted such that it will roll a 6 more often than any other number.
   1. What is the null hypothesis corresponding to your belief?  
        
      H0: That 6 is not more likely than other numbers.
   2. You test your hypothesis by rolling the die 100 times. You ended up with a 6, 23 times. If you choose an alpha of .05, can you reject the null? Show your work, including the rejection region for the null.  
        
      Yes. Let X ~ Binomial(100, ⅙) be the distribution of 6s rolled if the die is fair. Since we are only concerned if 6 is more common, then we are interested in a one-tail rejection region corresponding to when P(X < count) = 0.95. Using the ppf function (“ss.binom(100, 1/float(6)).ppf(.95)”), we determine count is 23.   
        
      (note: If the hypothesis was also concerned with 6s being rolled less often, assumed 6 is used more or less, then a two-tailed test would be used and we couldn’t reject the null)
   3. Dungeons and Dragons Incorporated, manufacturer of dice, believes it can create better performing dice out of aluminum rather than plastic. They perform a tests on 10 prototype aluminum dice compared to 10 plastic dice to compare performance (i.e. the number of rolls until a die becomes biased). They have a special machine that rolls and tests dice for bias. Given the following number of rolls until the dice become biased, can you conclude that it is 95% probable that aluminum performs better? (hint: may assume rolls until biased is well approximated as a Normal).  
      *aluminum rolls until biased* = [136, 73, 118, 122, 114, 103, 149, 118, 113, 105]  
      *plastic rolls until biased* = [129, 89, 97, 94, 124, 77, 85, 86, 86, 69]  
        
      Here we are looking at whether the mean for aluminum is significantly higher than the mean for plastic. Considering the sample standard deviations for the two variables are very similar but they are in fact from two independent dice, we assume they are independent with the same variance and use the corresponding t-test: ![This is the rendered form of the equation. You can not edit this directly. Right click will give you the option to save the image, and in most browsers you can drag the image onto your desktop or another program.](data:image/gif;base64,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)  
      The sample statistics are as follows:  
       means: 115.100, 93.600  
       stds: 19.175, 18.112  
       ns: 10.000, 10.000  
       dfs: 9.000, 9.000  
      The pooled variance, SX1X2 = 347.865 = (df1\*sd1\*\*2 + df2\*sd2\*\*2) / (df1 + df2)  
      Plugging these into the two sample t-test, we get t = 2.5776. Considering this is again a 1-tailed question (since only asking if aluminum is better), we look up when the ppf of T(df1+df2) is .95: t > 1.73. Thus, we can reject the null (the p-value, given from the 1 - cdf(t) is .0095). (Note: If this was two-tailed, we would have looked up when the ppf > 97.5% or < .025; or we would multiply the p-value by 2).
2. **Valuable Hoops. (25 points)** In the NBA, players salary is thought to reflect their performance on the team. One way to assess performance is a player’s “plus-minus” the difference between the points scored by his team and the points scores by the other team while he is on the floor. Six players salary (in millions) and plus-minus are given: (2.5, -1), (10, 4), (8.5, 3), (4, 4), (1.5, -3), (14, 6). For all questions below, show all work and do not use a calculator except for addition and multiplication.
   1. Using least squares regression (the direct method) calculate 𝛽0 and 𝛽1 where the dependent variable is salary and the plus-minus is the predictor.  
        
      Let X = constant (for intercept) and the salary = [[ 1 -1] [ 1 4] [ 1 3] [ 1 4] [ 1 -3] [ 1 6]]. Y = [ 2.5 10. 8.5 4. 1.5 14. ]  
      (XTX)-1XTY = [ 4.14447592 1.20254958]  
        
       𝛽0 = 4.14 ; 𝛽1 =1.20
   2. What is the Pearson Product-Moment Correlation Coefficient between the two variables.  
      Using the same variables as above, except dropping the constant from X, we need to calculate: ![This is the rendered form of the equation. You can not edit this directly. Right click will give you the option to save the image, and in most browsers you can drag the image onto your desktop or another program.](data:image/gif;base64,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)  
      Plugging in n and standard deviations: *r =*![https://latex.codecogs.com/gif.latex?%5Clarge%20%5Cfrac%7B1%7D%7B6-1%7D%5Csum_%7Bi%20%3D%201%7D%5En%5Cleft%20%28%20%5Cfrac%7BX_i%20-%20%5Cbar%7BX%7D%7D%7B3.43%7D%20%5Cright%20%29%5Cleft%20%28%20%5Cfrac%7BY_i%20-%20%5Cbar%7BY%7D%7D%7B4.89%7D%5Cright%20%29](data:image/gif;base64,R0lGODlhJQE9AOMAAP///wAAAMzMzDIyMrq6ulRUVGZmZoiIiKqqqnZ2dkRERBAQENzc3O7u7iIiIpiYmCH5BAEAAAAALAAAAAAlAT0AAAT+EMhJq7046/1Me0jBbGRpnmiqrmzrvnB8Eo2hSEci7/wWFsDgqEcsAn5B4NDIRI0cAknh0WPcmliLYrmzZo3br7gRmCy4sAZULBY4Gjx1lM1zw+lMxNUNQLfUBHhfCG8ygII8hHd1A4FsCQc4CQ0IMgMGGXoBm5gSAgsBCwpzTZqcE5+hoxU2lp0TVpsBCotSmwN+LrGbtBUFt2itOwUGBwGVbKsAAgnIMAcOJAkBOhQG1Y/UrNgWDtws0BgEsxduuTHjVxXmGN49AseI7wGkGWTREwRUePcU+hrw6qkImMFBgFoSXhkxiBCAQgsEd8BzJi+Gg4cZDARwJCASIo3+HD1qKDDAxUUN00QmbNgjJSuWFEjWiVcxBoKDJuDdYPCNjs4+PS8wCLBPxU2YEobik5DgHA+lFJqSGFoUxsSaFjFqGLAxKB2uBLxeKLA0xckNXIc8cJQlrYS1JshKpIm1xU2nF26WxKrXCd0Td0k80IaAIpbBOgqfGGq4xdW6LQbsPUGmTEGBRSqnkKyCc4lQHbth3gFaZQnPVv9C9lu1xDWiGdg2ed16gzG8FqjGDaBVNpFfWm0HwJ1TNQwFspIrX868bIZpxK016KfCgfXr2K+b8EDdxFDTG6Bvx4kiu3nrJDQizfA9xuMdNzeBt9CAgQACBwqA2uT7goMFKHj+YEt/YggIwC8EFuTcBv+d4MBkdDzIAnqpNQaDRpuM5oNB6mBARnAXSOUJORUgcICFO4i4DIkmTLMeBR+aQEZPJqIYw4wsuFhhEQYFsKAJt2kwmI0VJCCQW6gIgACIMBhZAZIl3EQkBUOacJNvAijJ5AtXsiDljkQMdcoKS2qgHgkNFADeYAVQMIICU7KQ5poBtOkdb+O9OMGZbgIAJxN8qjDUluEpAIoohKow2CZxYmDgBVxtQABXoXAxzS1FNQBgD5NuckZUsgxQGwYBQLiVZRvYcMs3mhqhaqlibVDqahogt0l0KfhIRAd90OofqrL+mAKvuApikK8e7mcqDEP+dSiDAgQQUCwiv+jZ7HHRTktHtcheMM4msQ6EZw8PwNUtqBpSAE+iHJh77jTp+nrpRvAFMN+5RBiTIAU33YsvOPT+SwGlC+hpwmCjCrxDlRzApjAMDD9cGYsvGNPowysgTILFGL+gccfxOfzCNPt2bJe90gRsMpkom4zhcE2qvDI62oQn88wzUMPczjz37HNy5W0ibIA3W/Dz0UgnrTSwFoxDKEiyLi311Dtr4PTMYhadAsk4yzBOuABw3TUKX+NsDNgbGze2UTVrwPHaVrZt8gDOsvAx3F62LKTIeGvQ78xy2aR338PyjcHfhO+dML4JFOz14IkDqXUF4/gbub7+FOSXQDNMCNCIovTMxS5lmyeggOUVNGBqA6Wf3oNGxK3bg+obb25AbQdcU0DJJ8A+wQAeBdYDMW+f8N6NFKfxiqZ1Y6AfjMuLwgNXepLRvAvPm7lE7gNj48DFp95BTD4DGLzC8VMtgPoKC2wqw2BsIUfcpO4DAP8E8u/Qvgn770C/1aYpBACMQaX6saB/8NCWY9TmIQfYSQXTyQByErEAtnBLAw3IQf0QUMEJXDAGyZMg01yQwca57RthAICEYMHAE5DIAAZsAvpqtawTPDBEoTNCCC2gAxNmYIcsgAfawpbDJoUthvwSmRomkDy5iasaD2LAAXKwOPe0kBUCVNT+DZtmuB0YoHySCoQPL/BF85UAcyUYRxVnIEYkUoBD0ykAKZp4Pck5YhYiUcAQz3fFCQRpBWj84RaZlYABFOBFGWRKDHliSDOWYIIuHCQEPTJGD9kKjL+D0FBqeAJIVmYRESHCDC3QJaMYxI0UgCQRCNDB50ygkpRrJQjreAFVtgAbsLzAA34xi0XchEqzagGLdEWBcYmyj0JkgDKXycxl3gcBDzBdcsB2vyL4zltsyaU1YJaaNVagmiyI1itRKYUoxKIsBujEfYBYAngUJZhMvN55zLOBUU5AU1RTDnFiVISbaCWR4/SbMV0wjRTwcwUAVaSZqnI2f0wRAYO6JbD+VhhPI9gTB5LJqEY3ytGNsit7MACCP+DJrySQpU6HPNANx8HJFCxgdB4kpw9MahAgsGSEphNHHzXwUmsY0IlzAV8WLoqCTSRRkhYAKQCMOoGbIJVsRTTeTuNCzhEKQB1cIGA4o5rAfHDzmELNggKGhoIUMmWqSjUrEcMKKVrWiqwoUKoFPpe5ffwRAOqLTN2EocL1LZCtMpxqPQ0UUTMI6xfqIuxAg/jVFBDVhkxbwFIYsAYJEOCBu/TgU0nQVQvkxwAFAGwJTHcoBcAUCwaAq3dAawPD0M2zl3wgA1j7JxhcwgWprVhsf9eh2RLjdhXIXQEU4M2tnLYulS3BA/ynSp8FFHdtB3DcH5ybuOg6EjK8a+oBgLdVBXZsKPEywTi8iyzwRs55zA1RS/E2gD2GZ70da+950Yu94z4snTwY39rwO7MaxTW9znPvwxKwWRYUQMC0IjDOslQmh5g0CNxQE8TO+1xFja3CvnqTUCU83w57+Aut+u+HR0xicmFiBKB98IFjAuASu/jFqcyWDVsM4xqTuFzZtWzjHHAA8tr4x0AOspCxEAEAOw==)Calculating the standard score for each x and y we get:  
      (⅕)\*sum( [-0.923, 0.534, 0.243, 0.534, -1.506, 1.118]\*[-0.87, 0.665, 0.358, -0.563, -1.074, 1.484])  
       *r* = .844
   3. The relation is hypothesized to be positive, what is the corresponding p-value?  
      We use t-test on the linear regression coefficient, 𝛽1 =1.20  
      ![](data:image/png;base64,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) = 3.15, looking up the cdf for t(df = 4) we get...  
      (Note one could also use: ![](data:image/gif;base64,R0lGODlhNAAbAPAAAAAAAP7+/iwAAAAANAAbAEAIpwADCBxIsKDBgwgTKlyoEABBhw4bCoz4kCHFAAAyYmSIECJHjho/ihzZkWTEixhRHvRoUCXJlytRunw4E2ZJmzhvTtxoMadOnzwXzqwJVKRGiiE/EjUpU2jRp1AbZpxKtapVqlCXxoy6c2LSnlEvskw5tSLXoFWlfg1qU6vRgmm9rvR6ta7VgTKxdm3Zdm1ftm7N+jwquCREv38Fx2UbVixivGcjCwwIADs=))  
       *p* = .017
   4. Years of experience in the NBA also plays a part, since experienced players are more reliable and provide wisdom off the court to the younger players. The six players have the following years of experience (same order as before): 2, 12, 5, 6, 9, 7. What is the Pearson Prod-Mom Correl Coef between years and salary?  
        
      Same equation as b. Plugging in our standard scores for X and Y we get:   
      (⅕)\*sum([-1.409, 1.506, -0.534, -0.243, 0.632, 0.049]\*[-0.87, 0.665, 0.358, -0.563, -1.074, 1.484])  
        
      *r =.313*
   5. Using *standardized* multiple linear regression: What is the unique effect (coefficient) of plus-minus (a predictor) on salary (the dependent variable), holding years of experience constant (another predictor)? What is the unique effect of years on salary, holding plus-minus constant?  
      (you may use a computer to solve matrix linear algebra operations, but report the resulting matrix or vector)  
      First, we setup X and y, and standardize:

|  |  |
| --- | --- |
| Original X = [[-1 2]  [ 4 12]  [ 3 5]  [ 4 6]  [-3 9]  [ 6 7]] | Original y = [[ 2.5]  [ 10. ]  [ 8.5]  [ 4. ]  [ 1.5]  [ 14. ]] |
| Standardized X =  [[-0.92315712 -1.40902929]  [ 0.53445939 1.50620373]  [ 0.24293609 -0.53445939]  [ 0.53445939 -0.24293609]  [-1.50620373 0.63163382]  [ 1.11750599 0.04858722]] | Standardized y =  [[-0.86979567]  [ 0.66513786]  [ 0.35815116]  [-0.56280896]  [-1.07445347]  [ 1.48376908]] |

Thus, (XTX)-1XTY = [ 0.81410113 0.15871045]

𝛽plusminus = .814 ; 𝛽years = .158

* 1. Being left-handed is also thought to be related to performance. The third and sixth players are left handed: (i.e. left\_handed = [0, 0, 1, 0, 0, 1]). Using *standardized* **logistic** regression: What is the logistic correlation coefficient on plusminus (the predictor) for being left-handed (the dependent variable)?   
     (you may use a computer to solve matrix linear algebra operations, but report the resulting matrix or vector)  
     Hint: your answer should be nearly converged at .01 precision after 3 iterations.  
     Here we have X = [standardized plus-minus, inercept] and y = left\_handed?

|  |  |
| --- | --- |
| X = [[-0.92315712 1. ]  [ 0.53445939 1. ]  [ 0.24293609 1. ]  [ 0.53445939 1. ]  [-1.50620373 1. ]  [ 1.11750599 1. ]] | Y = [[0]  [0]  [1]  [0]  [0]  [1]] |

We walk through the reweighted least squares algorithm:   
iteration 0 p: [ 0.5 0.5 0.5 0.5 0.5 0.5], w-diag: [ 0.25 0.25 0.25 0.25 0.25 0.25], z: [[-2. -2. 2. -2. -2. 2.]], betas: [[ 1.088 -0.667]]  
  
iteration 1 p: [ 0.16 0.48 0.4 0.48 0.09 0.63], w-diag: [ 0.13 0.25 0.24 0.25 0.08 0.23], z: [[-2.86 -2. 2.09 -2. -3.41 2.13]], betas: [[ 1.693 -1.042]]  
  
iteration 2 p: [ 0.07 0.47 0.35 0.47 0.03 0.7 ], w-diag: [ 0.06 0.25 0.23 0.25 0.03 0.21], z: [[-3.68 -2.01 2.25 -2.01 -4.62 2.28]], betas: [[ 2.098 -1.296]]  
//THIS IS ALL YOU NEEDED TO SHOW but for completion, below converges...

iteration 3 p: [ 0.04 0.46 0.31 0.46 0.01 0.74], w-diag: [ 0.04 0.25 0.22 0.25 0.01 0.19], z: [[-4.27 -2.01 2.41 -2.01 -5.47 2.4 ]], betas: [[ 2.239 -1.384]]  
  
iteration 4 p: [ 0.03 0.45 0.3 0.45 0.01 0.75], w-diag: [ 0.03 0.25 0.21 0.25 0.01 0.19], z: [[-4.48 -2.02 2.48 -2.02 -5.77 2.45]], betas: [[ 2.251 -1.391]]  
  
iteration 5 p: [ 0.03 0.45 0.3 0.45 0.01 0.75], w-diag: [ 0.03 0.25 0.21 0.25 0.01 0.19], z: [[-4.5 -2.02 2.48 -2.02 -5.79 2.45]], betas: [[ 2.251 -1.392]]  
  
 𝛽plusminus = 2.251 (+- 0.2 is ok)